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1. Introduction
Cybernetics makes poets of us because it provides
abstract descriptions that make metaphors possible
Mary C. Batesoh

Sixty years ago a peculiar science emerged undardmecybernetic425]. Unlike standard
natural sciences it was not interested in ordittaings like bricks, clocks, or frogs, but rather
in certain phenomena, relations, effects, and @s®E®that in various disguises occur in
many, otherwise dissimilar situations. In the fraraek of theoretical cybernetics (unlike of
some its later practical applications) various naréess familiar concepts — like feedback,
homeostasis, control, finite automata, celular mati@a, logical or switching networks,
information, entropy, signals, messages, commubitaadaptation, stability, oscillation,
self-organization, self-reproduction, etc. — arglsd with emphasis primarily on such their
aspects that frees them from concrete materiakcariThus cybernetical studies set out for a
journey across traditional divides between sciendiisciplines—exemplifying a truly
transdisciplinary endeavor.

Perhaps due to its distinctive nature, cyberndtitse Soviet block survived the
period of scorn by communist ideologists of ea@%Q’s, as well as of affected exaltations by
the same ideologists only a few years later. Paiadly, in Western countries cybernetics
gradually lost the status of an independent magmigline under that name, having been
dissolved into various different fields like autam#heory, control theory, system science,
computer science, artificial intelligence, and swinat later, into newly emerging areas of
nonlinear science, complexity studies, network ysig) and certain topics in cognitive
science.

| am not an advocate of trying to invent a preeisé comprehensive definition of
cybernetics for the Z'century. | am afraid that any definition would eelly confine
cybernetics within strict disciplinary boundarieglaender it just as an ordinary discipline in
the conventional sense. This would deprive it®bttiginal, inherently transdisciplinary
character. Should we call it cybernetics, post-oybecs or something else, we have to have
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in mind that we view it as an open area of stutlyags prepared to embrace entirely new
themes, concepts, ideas, and theories. In spindfjn addition to, their often formal and
abstract conceptions, they may appear to be prveuay enabling a metaphorical transfer of
concepts from one to another scientific area.

In this essay | am going to present several acchosen samples of such ideas or
concepts — some recent, some perhaps not so viidelyn, and some not yet conceptualized
— that in one or another way keep on the trangaisary spirit conceived by the founding
fathers of cybernetics. My intention is not to @misa representative survey of such ideas and
the limited space allows me only to outline thena isketchy and informal way; moreover, |
will not stick to the chronological order of theimergence in the history of cybernetics.

2. General Systems Theory and Transdisciplinarity

The pervasive concept okgstemattracted theoreticians already in the early 1950’
In 1954, a group of scientists representing varialds gathered around Ludwig von
Bertalanffy in a research centre in Palo Alto, @atiia. There they developed among
themselves a stimulating resonance across disegland in recognition of its importance
they established the Society for Research of GeBgstems. For some reasons it was a time
pregnant with cross-fertilization, interconnectipasd cross-breeding of scientific fields.
They formulated a manifesto comprising four priatifasks to be pursued (quoted from Kilir
[16], p. 33):

1. To investigate the isomorphy of concepts, laamsl models from various
fields, and to help in useful transfers from omdfito another;

2. To encourage development of adequate theoretiodéls in fields which
lack them;

3. To minimize the duplication of theoretical effor different fields; and

4. To promote the unity of science through imprgww@emmunication among
specialists.

| can hardly imagine a more apt articulation ofithea oftransdisciplinarity Indeed,
the attribute “transdisciplinary” can be associatéth insights, motives, themes, principles,
concepts, and ideas each of which is meaningfalnnmber (typically in many) of
disciplines and perhaps even transcends them;yitapgear in multifarious concrete shapes,
forms and variations. | repeat and add some nexanples: feedback, information, entropy,
representation, complexity, hierarchy, complemétytagvolution, stability, fluctuation,
chaos, critical phenomena, catastrophes, syneotjgctive behavior, emergence, adaptation,
order, and various “selfs”: self-similarity, setfference, self-reproduction, and self-
organization.

Notice that we may talk about (concrete) transgistary concepts as well as about
transdisciplinary research methodology.

3. Feedback, Self-Reference, and Strange L oops

The most paradigmatic principle of cyberneticst tifdeedbackhad been familiar to
many scientists and engineers already beforeaitsdisciplinary nature was accented by
Norbert Wiener and his colleagues. The principligommonly used that the enigmatic
charm inherent to the reciprocal efficacy assodiatgh the feedback is rarely appreciated. It



is more salient in the case of some other recipgoanomena, among them the phenomenon
of self-referencéeing the most inspiring one.

Physical realizations of the ordinary feedback |a@pether in technology, biology, or
society, have either a dumping or amplifying effectd in addition they may trigger an
oscillatory behavior. The associated processessaaaly evolve in real physical time. In
contrast, the concept of self-reference transceratf feedback by putting forth two
essential options: first, the relationship may hanettemporal nature, and second, it may lead
from one to another domain of discourse, for instgainom the level of syntax to the level of
semantics (as already the word “reference” indg)ate

In the late 70’s there appeared a famous li&déel, Escher, Bachy Douglas
Hofstadter [11]. In a witty and readable way, toekexposed various disguises of self-
reference and reciprocal links in sciences, litegtand arts. He discussed many cases of
what he callstrange loopsomething returns to a state that should have dbandoned
forever. Somebody utters a statement that is tytmethis very act of uttering, into falsehood
(the well-known liar’s paradox). A phonograph istieyed by the vibrations of the sound it
plays back. Computer algorithm recursively calglitas a subroutine. A close-loop video
camera scans its own screen. And last but not, st is the ingenious idea behind Gddel’s
incompleteness theorem of mathematical logic. Wndik in the case of ordinary feedback
loops, strange loops always reveal something exdnaary that often escapes a scientific
account in the classical sense.

Such phenomena can be always rendered in a twaBnjdeither in theinfoldedform
of an infinite process evolving in real or mentaid, or in theenfoldedatemporal form. The
former case may help in explaining the phenomenajuestion, the latter may yield a
paradox — and a paradox often leads to a much deegght. The unfoldment and
enfoldment are two complementary conceptions, hisdvery complementarity could be
viewed as an epistemological contribution with ayled¢ic roots.

4. Collective Phenomena

Almost anything in physics, nature and society thatientifically interesting due to
its inherent complexity exhibits a common charasteer it consists of a multitude of
elements or components which either influence, st@nd complement each other, or else
which somehow compete, fight, push and stamp etngr out. It may be electrons in heavy
atoms, atoms in large molecules, molecules in mattatter in continents. It may be cells in
organs, organs in organisms, organisms in spespesjes in ecosystems. It may also be
citizens in nations, nations in regions. It mayeb@ments in logical circuits, circuits in
computers, computers in computer networks. Indzddiata within scientific hypotheses,
hypotheses in scientific disciplines, disciplineghe entire body of knowledge.

Due to the continuing interest by system theoratisj students of synergy,
statisticians and other interdisciplinary specialisve are now on the verge of finding
universal principles providing us with a unifyinggw of the above mentioned variety of
collective systems. | cannot help but believe tiagén such principles are uncovered, we will
be astonished by their simplicity.

Statistical physics is one of the classical discgd relatively advanced in that
direction. Already in the nineteenth century, Lugugioltzmmann and his followers created a
conceptual system which makes it possible to tauacharacteristics of macro-systems
(systems which surround us) in terms of the comorasollective properties of particles
(atoms or molecules). While the immense numbemdiges prevents us from understanding
global behavior in terms of microstates (completéections of states of all particles) we may
rather work with macrostates (each representiggelset of micro-states with a certain



common macroscopic property). If done properlyhimg gets lost (nobody will ever see any
microstate anyway) and a better understandingadityenay even be achieved.

Statistical laws help to understand the essergiahaetry of progress at the macro-
level from the improbable macrostates to the mooegble ones; the asymmetry can be
expressed by the law of ever-increasing entropg. d&dymmetry of nature related with
respect to the time arrow may therefore be vievgeanemergent phenomena the
macroworld (cf. Sec. 6 below). An interesting exsrgf a topic addressed by statistical
physics is a change occurring in the overall oodexr system—the so callgdhase transition
The most commonly known phase transition occuraéen solid, liquid and gaseous phases
of water, but there are much more intricate casesiious other areas. In fact, a phase
transition is a typical example of a transdiscigtinphenomenon: in each case it involves the
collective behavior of a large number of elemehte nature of those elements may vary
from case to case—not only atoms or moleculesalsat, for instance, leaves of water lilies,
burning trees, rabid foxes, and indecisive voters.

5. Scales, Levels, and Hierarchies

Previous examples of collective systems bring ubedrivial fact that a collection
occupies more space than its elements. In genegadye used to associate spatial objects,
relations and events with a certacale The world appears different on different scales —
small scales, medium scales, and large scales wardn talk about shifting our attention or
concern smoothly, from one scale to another, byreog in or zooming out—either in
imagination, or, to a smaller extent, visually (saith the aid of microscopes or telescopes).
In theory we can conceive of a special coordinaig, éhespace-scale axishereby adding an
extra dimensionality to our world [4]. Somewherdhe “middle” of the space-scale axis
there is situated the homely world of our everyeagerience—uwithin our (humaspace-
scalar horizon

Analogously to the space-scale axis we can thirtketime-scale axisShifts along it
would correspond to changes of our concern eitheatds temporally shorter events and
durations (measured, e.g., in milliseconds, mia@osds, and less) or towards longer ones
(measured, e.g., in years, centuries, and mon@)leBly to the space-scalar horizon, tiae-
scalar horizonof our everyday experience is confined to interiaiedtemporal scales
(seconds, hours, and days)—uwithin tiore-scalar horizonAn intuitive analogy of spatial
zooming in and zooming out can be now approacheachhgining the decelerated or
accelerated flow of world events (as it is ofteme&lan educational films).

It is interesting to note that typical space amktscales of many spatio-temporal
entities (lasting things, extended events, phygoatesses) studied by empirical sciences are
often mutually related. Metaphorically said, elepisdive longer than flies (which statement,
of course, does not apply to supernovas or newrino

The original human intuitions, ideas and concepiglevolved within and are
inherently linked to our space-time scalar horizrsl several other types of horizon that |
do not discuss here). Consequently, those sciethi&ories that invite us to mental voyages
into worlds unimaginably small or immensely large €lse too slow or too fast) must be
rather cautious about their use of language. Thest mot fail to distinguish carefully three
types of situation: first, when our everyday langgigs used in a literal sense; second, when a
metaphorical transfer of words and idioms helptowdiscuss things beyond the experiential
horizon; and third, when an entirely new ad hoglage has to be created.

Now let us consider objects that may be classdmtbmplex Preliminary and
somewhat minimal definition of a complex object nb@ybased on the assumption that it is
stretched over a multitude of spatial and/or terapscales. It turns out that for such objects



there is often a close relationship between itgidigion over scales and the hierarchy of its
structural, functional, or descriptioriavels Accordingly, Salthe [20] prefers the generic term
scalar hierarchywhenever there is a nontrivial collection of leyaach related to a specific
scale. A particular case is theereological hierarchybased on the part-whole distinction;
indeed, apart from trivial cases, wholes are alvianger than their parts.

As scientists, we are typically realists about rokrgical differences between parts
and wholes (trees versus forests, water drops yeteuds, bees versus beehives, neurons
versus brains). In the same manner we might baextko be realists about existence of, and
differences between, various other types of dissmpertaining to the world (more about that
in Section 6). Yet, undoubtedly, we have a greatwamof freedom to fix the details of such
differences. Our picture of the world is a dynarh@matcome of a never-ending circular
hermeneutic process: our worldeisacteda term coined in cognitive science by Varelalet a
[24], elaborated by Noé [19] and widely used by ifipson [22]).

Two types of difficulty can be pointed to. Thesfione stems from our insufficient
understanding of the nature of efficacious inteoss, downward or upward, between distinct
(possibly distant) levels of complex hierarchicgtems. The second type of difficulty is
related to the epistemological nature of the conokfevel per se. | will return to this in
Section 10 where | will treat it in relation to are general concept of domain of discourse.

6. Two-L evel Systems, Emer gent Phenomena, and Downwar d Causation

There are many situations, both in nature and ¢resephere, when a certain higher-
level process evolving on a certain large, i.dgWs time scale is inherently linked to,
dependent on, and perhaps realized in combined/toeltd a multitude of lower-level
processes or events, occurring each on much dmealfifast” temporal scale. Here | give
seven willfully diverse examples, some taken frature, others from the human domain: (1)
evolution of species vs. properties and life his®of individual organisms; (2)
macroeconomics vs. market behavior; (3) an epidesiiparticular cases of iliness; (4)
evolution of a language vs. speech acts; (5) hisitbtechnology (or science) vs. concrete
inventions (or discoveries); (6) development oégal system vs. particular court decisions;
(7) evolving rules of a game vs. actual matches.

While on the lower level we encounter specific,@ate and sometimes isolated
occurrences of individual entities or events, theasponding upper-level entity usually has a
latent, symbolic, or non-material, but long-ternisgance. It is by virtue of such a continuous
nature of existence on the upper level that we coagider each entity or event on the lower
level as a manifestation of a single higher-oraitye(hence often the same term is used for
both).

There may be a bi-directional, circular interactimiween the two levels. For
instance, the upper level process may provide srafehe game” for its lower-level
instances. Conversely, the lower-level events catiudly influence the slow development of
the higher-level system. Even if the lower-levaiunrduals are conscious agencies with their
own intentions and goals, they may not be awathef influence on the upper-level process.
The latter is then neither random nor controlleglsmgle agency—its conduct and
properties aremergen(i.e., neither deterministic nor teleological iretnarrow sense, but
purposeful, cf. [8]). Due to such emergence, thalmoed two-level system may exhibit an
ability of self-construction or self-improvementése abilities are essential in autopoietic
systems to be discussed in Sec. 9).

The concept of emergence may be nicely illustraiedn example of evolution based
on the variation—selection—reproduction principlere theupward(bottom-up) efficacy can
be explained with the help of statistical lawsgéneral, however, not only individual



behavior may have higher-level effects, but alsapeoation, entanglement and other
collective phenomena on lower level may initiatecegent processes on various higher
levels. Thus, e.g., the growth of complexity of thesphere on Earth may be explained by a
network of emergent processes on a multitude ¢éreint scales.

So far we have dealt more with the upward effiqg@cycausation) in two-level
systems. This may be, for purposes of theoretieatment, relatively easily generalized to
multi-level systems. On the other hand, the idedoginward(or top-down, or global-to-
local) causation is much less understood. In gedases its existence is obvious, for instance
in the case of a global-to-local symbolic commutiarain human information society.
Individuals learn about the global events and ntenge their behavior accordingly (recall
our examples of macroeconomics or of the legaksystindividuals may even guide their
behavior to comply with (putative) higher-levelengésts and so, conceivably, their decisions
on the lower level may willfully favor some desirgulirposeful evolutionary path on the
upper level (according to the maxim “think globadiyd act locally”). This dynamics,
sometimes called the reflexivity of the systenmgdtually a closed multi-level feedback loop.

The idea of downward causation is extensively dised in contemporary cognitive
science and philosophy of mind. What is at issu®is to explain that human conscious
decisions (considered to happen, in this caseh@higher, mental level) may have
instantaneous influence on neuronaly induced bdwhyavior (think of, e.g., voting by
raising the hand). This theme, however, would extegyond the scope of this paper.

Let me close this section with one relatively pseailefinition of the concept of
emergence according to Thompson ([22], p. 418):

A network, N, of interrelated components exhibitseanergent procesg, with
emergent propertie®, if and only if:

(1) E is a global process that instantia®esnd arises from the coupling fs
components and the nonlinear dynamisof their local interactions;

(2) E andP have a global-to local (downward) determinativifuience on the
dynamicsD of the components &; and possibly

(3) E andP are not exhaustively determined by the intrinsapprties of the
components o, that is, they exhibit “relational holism”.

7. Connectionism

Connectionism, neural network modeling or paralistributed processing (PDP) are
several names for trends in cognitive sciencetef2d" century based on attempts to
concretize the ideas of emergence in collectiveesys. Connectionist models are reminiscent
of, and/or inspired by, the neural networks inlha&n, and are conceived as parallel-
processing systems, involving cooperative “compenat grounded in local interactions
between connected units, modifiable by trainingylearning from past experience.

Many variants of connectionist models with diffeéraetwork topologies, unit activity
functions, learning rules, and teaching stratelggag@ been introduced; some models are
deterministic, some involve noise or “temperatusgine are discrete, some continuous.
Surprisingly enough, these variants exhibit morkess the same type of global behavior.

On the lower level, a connectionist system is casepr of a number of units (neuron-
like elements). At every moment of time each usihia certain state of activity, either
excited or quiescent (alternatively, it may asswme value out of a continuous segment of
possible values). Some units are mutually connee&ch connection is associated with a



weight, either positive (excitatory) or negativehibitory). Local dynamics is specified by a
uniform activation rule, typically a nonlinear (#shold or sigmoid) function of the weighted
sum of activities of connected units. The weighitsamnections are assumed (in the more
interesting case) to increase incrementally wherativity of the corresponding pair of units
is correlated. Importantly, the change of connecti@ights is much slower comparing to the
changes of the activity of units. Thus a connedsiometwork can be viewed not only as a
special case of a two-level system from Sectidou6also as a pair @bupled dynamic
systems-one representing its locally defined fast actiebawior, the other its globally
meaningful slower “learning” process.

According to the degree of the autonomy of unitscase distinguish two opposite
modes of global behavior or, using the languag&aifstical physics, two phases: one
corresponding to the rigid system of inherenthedsinistic units, the other having a chaotic
and unpredictable global behavior. In a rigid systenew interesting pattern (or idea, if you
like) occurs with a great difficulty, while in thehaotic system such a pattern (idea) is
immediately dispersed. It is conceivable that urmmteper settings of parameters (like density
of connections, the ratio of excitatory and thabitbry ones, etc.) we obtain an intermediate
system working on the “edge of chaos” (i.e., nbarlioundary between the ordered and the
chaotic behavior; to be discussed in the next@ektirhen, for instance, a certain pattern may
propagate easily through large areas of the netvioghysical systems similar situations are
known to exist near phase transitions (cf. Sedon

Collective systems with highly parallel activitgppen to be interesting alternatives to
classical serial computational algorithms and ooesr them in certain tasks (like pattern
recognition, learning, etc.). Collective systemg/have extremely large combinatorial
complexity (the number of macrostates grows exptaignwith the numbepf units). Such a
complexity is not a disadvantage since it yieldurelancy and redundancy supports self-
organization and self-improvement. In a senseltbery of connectionist networks builds up
on classical cybernetics by elevating the prodectiffect of feedback to complex systems
with a tremendous number of interrelated feedbaoks.

It is interesting to note that there exist recéebries in cognitive science informed by
neuroscience [1, 2]. Crudely said, instead of glsinonnectionist network of individual
neurons there is a collection of large neural pajahs, each of which may spontaneously
oscillate due to a sufficient number of inhibitdegdback connections. This forms a higher-
level network of oscillating units (neural poputats) that mutually interact on a mesoscopic
scale and under external influence may change dlseillatory patterns or even enter into
chaotic attractors. The theory of complex dynangatesms is essential for the study of such
multi-level networks.

8. On the Edge of Chaos. Random Boolean Networks

In the previous section we discussed a possilafigmergence of a nontrivial higher-
level behavior in a complex system. In particulatauched upon a conceivable behavior on
the edge of chaos. Such systems possess manystirigreharacteristics that are meaningful,
mutatis mutandis, in many different areas of natsceences as well as of social sciences. For
instance, if certain parameters of a large comgjstem obtain a specified value, a small
local anomaly (e.g., a mutation, idea, intent, afggoke, virus — depending on the domain of
discourse) may spread very fast across the whstersy

The connectionist models described in the prevsaasion are just a special case of a
substrate prolific with collective phenomena. Arettconsiderably different example is the
random Boolean networhktroduced by Stuart Kauffman [12].



Kauffmann’s network consists aflarge number of units, each instantiating a
randomly chosen Boolean function of a certain nunalbéput connections coming from
other, randomly chosen units. Over a successiomoofents the system passes through a
sequence of total states; this sequence can beiassbwith a trajectory in the state space of
the network. The state space is finite (even ifje@neral, rather large) and thus each trajectory
ends up in a limit cycle attractor. For certainunea of parameters (for instance the average
number of inputs to an element, or certain quaaltié characteristics of chosen Boolean
functions) the system exhibits a quasi-chaotic tehngthe cycle lengths of attractors grow
exponentially with the increasing number of unifey;other values the behavior is “ordered”
(there are only small isolated groups of changeabits within a large web of elements that
are “frozen” in one state or the other). Thus fystesn has twphasesone chaotic and the
other ordered. Interesting dynamic behavior emendes the network is near the phase-
transition area in the parameter space—then aypidoth small and large unfrozen groups
coexist. A small perturbation (e.g., a random cleanfgthe state of some unit) may cause a
large avalanche of changes propagating throughetweork. In this way distant sites in the
network can “communicate”. Moreover, these spauiatles of behavior have@meostatic
quality: structural mutations of the system do not consioly affect its dynamic behavior.

This was an example of a rather different systegomparison to the neuron-like
connectionist network, yet with interesting emetgem unpredictable properties that
resemble various collective phenomena.

9. Autopoiesis. An Approach to the Phenomenon of Life

The issue of the difference between living orgasismd physical things is
permanently in the focus of philosophers and sigentThere were various recent attempts to
find necessary or sufficient conditions of someghaeing alive; an instance of one of the
relatively well-known approaches is that pursuedKbyffman [13, 14]. Here | want to
mention another approach which became familiar utideterm “autopoiesis”.

The theory of autopoiesis was first formulated bgtidana and Varela [17] who
originally aimed at the question of what is the immial organization of living systems that
would make them different from merely physical (mat or artificial) objects. By (simplified)
definition, a system iautopoieticif it satisfies the following three conditions gR p. 101,
here slightly modified):

(1) The system has a semipermeable boundary;

(2) The boundary is produced by a network of psses that take place within the
boundary;

(3) The network of processes must include pre&sessat regenerate the components
of the system (as well as the boundary).

The paradigm case of an autopoietic system islgatdéast if it is described as a
network of chemical reactions producing moleculed, tdue to their interactions, generate,
and participate recursively in the same networkeattions that produced them, and
moreover, realize the cell as a material unitysTumity is established by the cell membrane
that forms its semipermeable boundary, being is@ifoduct of internal reactions within the
cell.

In fact, the cell was the original inspiration fbe notion of autopoiesis; the notion,
however, applies also to embodied organisms, asjraald human beings. Then chemical



reactions are supplemented with much more compiasesses, up to sensorimotor and
cognitive interactions with the environment. Thedar of life can not only be climbed

upward but also downward. On the lowest partitiohthe ladder the researcher leaves nature
behind and resorts to computer simulations, urteebanner of Artificial Life. As a matter of
fact, certain minimal variants of autopoietic systewere already realized in computer-
simulated two-dimensional cellular automata ([I8] also [22], pp. 107-118).

In autopoietic systems there is a characteristautar interdependency between
various self-regulating processes on the one aithe self-production of a boundary
whereby the system forms a spatially distinct irdiral on the other side. Hence autopoiesis
is a condition of possibility of dynamic emergemdénteriority, in distinction to thexternal
milieu. The dynamical character of autopoiesis is essletitie components needed for the
constituent processes are continually re-creatddl@same holds for the boundary (which is
one of the components of the system). Thus thereifice between the system and its
environment is maintained.

Autopoietic systems can be considered as a sp=sal ofiutonomous systenthie
latter not necessarily caring of its own mater@alibdary. Thus other types of
organizationally, or operationally closed systenm®ge boundaries are, say, only social or
territorial (like ecosystems, insect colonies, haraacieties) may be autonomous but not
autopoietic.

In the context of this study it is worth mentionitigit several principal features of
autopoietic systems have a typically cybernetiedtareciprocal links, levels, self-
reproduction, nonlinear dynamics, and autonomy. Méaven more akin to the original
program of cybernetics, is that autopoietic thebgyoffering a notion of minimal bodily
“selfhood” or self-concern, is opening up the grdsifor thoughts about bridging the
explanatory gap between two large domains of diseguhat of physics and that of biology.
Thompson ([22], p. 238) argues for an expandednaif the physical to account for the
organism or living being. According to him, “life hot physical in the standard materialist
sense of purely external structure and functiofe tealizes a kind of interiority, the
interiority of selfhood and sense-making.” He geeen further, proposing what he calls the
deep continuity of life and mind thesis, accordiagvhich “life and mind share a set of basic
organizational properties, and the organizationaperties distinctive of mind are an enriched
version of those fundamental of life.” (p. 128).Wever interesting this line of thought is,
there is no space to elaborate on it here.

When discussing basic aspects of the living, onelshnot forget thaself-production
is not yetself-reproductior{producing its own copies). Some authors takeregifeducibility
(e.g., the preservation of the continuity of a sg&cfor a part of the definition of life—if for
nothing else than as a precondition for the vanaiselection—reproduction principle of
evolution (as mentioned in Sec. 6). Self-reprodurteven if it is not included in the
definition of autopoietic systems, is by no meamsigen theme. Perhaps it is appropriate at
this place to mention a lecture given by John vearmann in 1948 (hence also something to
be celebrated), in which he laid down the foundetiof a formal theory of self-reproducing
systems that can be, in principle, artificiallylrzaed in cellular automata [23].

10. Domains of Discour se and Causal Domains

In Section 5 above | mentioned the concept of alJer a hierarchy of levels, in
somewhat restricted form, related primarily to gpé&#mporal scales. In scientific as well as
philosophical literature there are frequent refeesrto levels in a more profound sense. Thus,
for instance, in sciences distinctions are madedmt the atomic level, molecular level,
cellular level, neural level, etc., up to the métaael (cf., e.g., Scott [21]), and perhaps



further to behavioral level, and societal levelt Ye are left alone with our intuition about
what is precisely meant under the term “level”.glnd from the usage, the only general,
common feature of all levels is their epistemolagsense: they indicate much better
understanding, on the side of researchers, ofoakttiips and lawithin a particular level
rather tharbetweerdifferent levels.

| prefer to use the tershomain of discoursmstead of the terfeveland | have two
reasons for this. First, it may be advantageossippress the tacit assumption of the
existence of some underlying hierarchy of leveledire some levels are usually called
“upper” and some others are called “lower”) andgréhe term “domain of discourse”
suggesting a substantially more general conceptitihg. The second reason is that the very
word “discourse” aptly suggests that at least pavd deal with an observer-relative concept
(see the end of this section). In fact, decadescantluries of specialization in science lead to
various linguistic and methodological barriers besw fields dealing with different domains
of discourse. Here a revival of a transdisciplinemgeavor put forth by the founders of
cybernetics is something to be desired.

Domains of discourse may be exemplified by pargéicslibject areas of natural
science (like, for instance, quantum physics, mdédiology, or evolutionary biology) and
the fields delimited by different research methddere or less anything we find in scientific
and philosophical discourse that is designatede@rgnized as, a “level”, falls under the
concept of domain of discourse. In scientific catgalomains (of discourse) and levels (of
description) are typically shaped by intersubjestinshared knowledge.

Each domain of discourse can be viewed as a worldself: it has specific
individuals, universals, properties, aspects, i@tat laws, etc. Such things may be peculiar to
one particular domain, other things may belongtdye meaningful in, several, perhaps
many, domains—they are multidomain entities oreshaoncepts.

Multidomain entitiesso to speak, “penetrate” through many differemhdins; typical
examples are living organisms. In contrast, cemgaimeric concepts may be shared by various
domains, i.e. they may have analogous, or evefstiiae”, meaning in various domains,
partly due to their generality, partly due to tmeiations of our language. Obvious examples
are the concepts of space, time, causality, and mathematical abstractions.

A typical domain of discourse lacks sharp bordansl what we count or do not count
as part of it depends on how far its concepts, tifies) laws, and paradigms are significant.
So, instead of a border, we deal with the notioa@dmain horizorof which the spatio-
temporal scale horizon discussed above is a spedfmponent.

In the scientific enterprise one specific aspe¢hefconcept of domain of discourse is
particularly important, namely its causal underpign As a matter of fact, in the sciences all
explanations and predictions are preferably baserhosallawsthat generalize the intuitive
idea of one event (or state of affairs), —these- bringing about another event (or state of
affairs) — theeffect whenever this “bringing about” is not assumetidppen just by
coincidence. In contexts where causal efficaciiésmain issue, it is advantageous to use a
somewhat restrictive concept o€ausal domaininstead of, or in addition to, the concept of
domain of discourse.

We can think of a causal domain as of any segnoeritdgment, or component) of
reality within the scope of which causal relatiappear to be (i.e., are presented to our
knowledge asjnanifest(obvious, apparentyomprehensibléintelligible), andmutually
coherent Or, more appropriately, they appear tof@emanifestmorecomprehensible, and
mutuallymorecoherent than causal relatidnstween differemdomains. This formulation is
admittedly vague but intuitively favorable; the i circularity should not be a hindrance.
According to the traditional view, causes are evamtecedent to their effects. Moreover,
some theoreticians maintain that whenever one earges another, it does so in accordance
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with a general law. The above concept of a causalaih (the term was used casually by Kim
[15], p. 69) deliberately presumes causation inoitttnary narrower sense (sometimes it is
called the left-to-right causation). In fact, tleisables us to make a distinction from a more
general concept of efficacy (discussed alreadyeitiSn 6), the latter applicable also to
various relations between eventddferentdomains of discourse (the upward or downward
causations may serve as examples).

One may, of course, ask about the actual realipaatal domains, as well as of the
reality of various levels and hierarchies withioanplex system. Do they exist as ontological
categories independent of our choice of presunratbdyant objects, events and scales, or are
they products of theoretical abstraction? Thermiplace here to venture into metaphysical
issues; let me just remind that the horizon of huagnitive abilities and experience makes
it difficult for us to mentally grasp at the sanmae more than a rather narrow spectrum of
domains, or in particular, limited range of scakes: this (and other) reasons it is quite
natural that scientists are compelled to thinkhefworld as composed of various domains of
discourse and of various structural and/or funetidevels. Obvious differences between
domains then yield different descriptions, diffareimguages and, eventually, different
disciplines. In this sense the concept of a doroadiscourse i®bserver-relative

11. Cyberneticsis Still Alive

Of course, the few areas of the past and currsetareh, discussed in the previous
sections, are far from giving an exhaustive listh@mes that could be viewed, in one or
another way, as successors of the Good Old Cybesn@&here are two common features of
our themes: first, that they are directly or indihg built up on the original cybernetic ideas
(feedback, homeostasis, etc.), and second, thaettemplify a genuine transdisciplinary
scholarship. In many respects the presented directf research converge on the ubiquitous
and multifaceted notions of systemhood, structidyaamics, and last but not least,
complexity.

There was a peculiar hidden vivacity in old cybéosg which is yet to be subjected to
thorough analysis by historians of science. ltsasduckily endured through the six decades
after the late forties in the less manifest layengarious other areas, mainly in those that are
directly or indirectly concerned with dynamic anaking entities—natural, artificial, or
formal. Part of the vivacity can be attributed tizetive use of abstract mathematical
apparatus in new areas of study. | believe theaéss another, less formal component of the
vivacity, namely the strong heuristic powemoétaphors

Certain names of concepts, phenomena, relatitmsigres and regularities,
originally introduced in one particular field, arelping to build bridges between various
diverse scientific disciplines and paradigms. Tdigwplinarity at its best. Whole areas of
study emerged in this way: cybernetics itself,dab system science, science of complexity,
cognitive science, artificial life, and many othdvketaphors may induce, or already have
induced, interesting discoveries and hypothesdstharwise would hardly come to our
minds. In other words, metaphors have the poteotialggering new streams of thought.
Cybernetics and its follow-up styles of scientdiscovery are both receivers and providers of
strong scientific metaphors. The mysterious flasiosuch metaphors lies in their ability to
find similarities among dissimilarities and thiescreate a tension between likeness and
difference

Whether or not the post-cybernetic trends will cenge into a new, not yet established
discipline, and whichever name it may eventuallgm@done thing can be put forth:
cybernetic thinking has not disappeared after Wisrgne, it is still striding strongly.
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