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1 Laboratoire I3S, Université de Nice Sophia Antipolis,
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1 Introduction

The concept of attractor and of subshift attractor in particular is essential for
understanding the dynamics of cellular automata (see Kůrka [1], Formenti and
Kůrka [2]). The special case of maximal attractor, or omega-limit set has been
one of the most intensively studied structures of cellular automata theory (see
e.g., Culik et al., [3], Maass [4] or Kari [5]). An attractor is the omega-limit
of a clopen invariant set. If the attractor is a subshift, the clopen set must be
not only invariant but also spreading both to the left and to the right. Clopen
sets can be represented by finite sets of words, and the properties of invariance
and spreading translate into simple combinatorial properties of these word sets.
However, to find all spreading sets of a given CA and to determine the structure
of the corresponding subshifts attractors is not always an easy task.

In Formenti and Kůrka [6] we have developped a method which searches
for the maximal attractor of a CA in the form of a forward image of join of
signal subshifts. A signal subshift (see Kůrka [1]) consists of configurations which
after certain time reappear shifted. Signal subshifts are of finite type, can be
easily computed, and are contained in the maximal attractor. Having found a
certain number of subshift attractors, we construct their join, which is a larger
sofic subshift still included in the maximal attractor. Forward images of this
join sometimes attain an invariant subshift, which is also sofic. To test whether
the obtained subshift is already the maximal attractor, we use a condition of
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decreasing preimages. A subshift has decreasing preimages, if each preimage of
a forbidden word contains, as a factor, a shorter forbidden word. The condition
can be tested algorithmically on sofic subshifts. Thus, if the test gives positive
result on an invariant sofic subshift, then the subshift is the maximal attractor.

In the present paper we extend this construction method to general subshift
attractors and report on its computer implementation. To reduce the more gen-
eral concept of subshift attractor to the concept of maximal attractor, we use a
general concept of cellular automaton as a shift-commuting continuous mappings
F : X → X on a mixing subshift X ⊆ AZ. As argued by Boyle and Kitchens [7]
this is the right setting for cellular automata in the context of symbolic dynam-
ics. Then we get a theorem that each subshift attractor is a maximal attractor
(of another CA).

As a byproduct of the construction of the algorithm, we show that a CA
whose maximal attractor can be constructed as a forward image of joins of
signal subshifts has only a finite number of infinite transitive signal subshifts.
Dynamics of such CA can be viewed as dynamics of signals which propagate
through a neutral medium (of shift-periodic configurations) and transform to
simpler signals when they meet.

2 Subshifts

For a finite alphabet A, denote by A∗ :=
⋃

n≥0 An the set of words over A

and by A+ :=
⋃

n>0 An the set of words of positive length. The length of a
word u = u0 . . . un−1 ∈ An is denoted by |u| := n and the word of zero length
is λ. We say that u ∈ A∗ is a subword of v ∈ A∗ (u v v) if there exists
k such that vk+i = ui for all i < |u|. We denote by u[i,j) = ui . . . uj−1 and

u[i,j] = ui . . . uj subwords of u associated to intervals. We denote by AZ the
space of A-configurations, or doubly-infinite sequences of letters of A equipped
with the metric d(x, y) := 2−n, where n = min{i ≥ 0 : xi 6= yi or x−i 6= y−i}.

The shift map σ : AZ → AZ is defined by σ(x)i := xi+1. For any u ∈ A+

we have a σ-periodic configuration u∞ ∈ AZ defined by (u∞)i = u|i| mod |u|.

A subshift is a nonempty subset Σ ⊆ AZ, which is closed and strongly σ-
invariant, i.e., σ(Σ) = Σ. For a given alphabet A define the bijective k-block
code αk : AZ → (Ak)Z by αk(x)i = x[i,i+k). For a subshift Σ ⊆ AZ denote

by Σ[k] = αk(Σ) ⊆ (Ak)Z its k-block encoding. Then αk : Σ → Σ[k] is a
conjugacy as it commutes with the shift maps αkσ = σαk.

For a subshift Σ there exists a set D ⊆ A∗ of forbidden words such that
Σ = SD := {x ∈ AZ : ∀u v x, u 6∈ D}. A subshift is uniquely determined by
its language L(Σ) := {u ∈ A∗ : ∃x ∈ Σ, u v x}. We denote by Ln(Σ) :=
L(Σ) ∩ An. The language of first offenders of Σ is

D(Σ) := {u ∈ A+ \ L(Σ) : u[0,|u|−1), u[1,|u|) ∈ L(Σ)},

so Σ = SD(Σ). If x ∈ AZ is a configuration and I ⊆ Z is an interval, denote
by x|I : I → A the restriction of x to I. The extended language of Σ is

L̃(Σ) = {x|I : x ∈ Σ, I ⊆ Z is an interval}.
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A subshift Σ ⊆ AZ is transitive, if for any words u, v ∈ L(Σ) there exists
w ∈ A∗ such that uwv ∈ L(Σ). A subshift Σ ⊆ AZ is mixing, if for any words
u, v ∈ L(Σ) there exists n > 0 such that for all m > n there exists w ∈ Am such
that uwv ∈ L(Σ).

Definition 1 Given an integer c ≥ 0, the c-join Σ0
c

∨ Σ1 of subshifts Σ0, Σ1 ⊆
AZ consists of all configurations x ∈ AZ such that either x ∈ Σ0 ∪ Σ1, or there
exist integers b, a such that b − a ≥ c, x(−∞,b) ∈ L̃(Σ0), and x[a,∞) ∈ L̃(Σ1).

Examples of joins of subshifts are in Figures 3 and 5.

Proposition 2 The c-join of two subshifts is a subshift and the operation of
c-join is associative. A configuration x ∈ AZ belongs to Σ1

c

∨ · · ·
c

∨ Σn iff there
exist integers k > 0, 1 ≤ i1 < i2 < · · · < ik ≤ n, and intervals I1 = (a1, b1), I2 =
[a2, b2), . . . , Ik = [ak, bk) such that a1 = −∞, bk = ∞, aj < aj+1, bj < bj+1,

bj − aj+1 ≥ c, and x|Ij
∈ L̃(Σij

).

am−1 bm−1

am bm

b = b′m

y

a = a′

m+1

z

Fig. 1. Associativity of the join.

Proof. It is clear that the c-join of two subshifts is a subshift. We prove by
induction the formula for Σ1

c

∨ · · ·
c

∨ Σn. By definition, the formula holds for
n = 2. Let x ∈ (Σ1

c

∨ · · ·
c

∨ Σn−1)
c

∨ Σn, so there exists y ∈ Σ1
c

∨ · · ·
c

∨ Σn−1,
z ∈ Σn and integers a, b such that x(−∞,b) = y(−∞,b), x[a,∞) = z[a,∞) and
b−a ≥ c. By the induction hypothesis there exist integers k and intervals I1, . . . Ik

such that y|Ij
∈ L̃(Σij

). Let m be the unique index such that bm−1 < b ≤ bm

(see Figure 1). Set i′j := ij for j ≤ m and i′m+1 = n. For k ≤ m + 1 define
intervals I ′j := [a′

j , b
′
j) by

a′
j :=

{
aj for j ≤ m
max{a, am + 1} for j = m + 1

, b′j :=





bj for j < m
b for j = m
∞ for j = m + 1

Then clearly x|I′

j
∈ L̃(Σi′

j
) and b′j − a′

j+1 = bj − aj+1 ≥ c for j < m. If a′
m+1 =

am + 1, then b′m − a′
m+1 = b − am − 1 ≥ bm−1 − am ≥ c. If a′

m+1 = a, then
b′m − a′

m+1 = b − a ≥ c. Similarly it can be shown that the formula holds

for Σ1
c

∨ (Σ2
c

∨ · · ·
c

∨ Σn) provided it holds for Σ2
c

∨ · · ·
c

∨ Σn. This proves
associativity. ut



4

3 Sofic subshifts

A subshift Σ ⊆ AZ is sofic if its language L(Σ) is regular. Sofic subshifts are usu-
ally described by finite automata or by labelled graphs. A non-deterministic
finite automaton (NFA) over A (see e.g., Hopcroft and Ullmann [8]) is a sys-
tem A = (Q, δ, I, R), where Q is a finite set of states, δ : Q × A → P(Q) is the
transition function (P(Q) is the set of subsets of Q), I ⊆ Q is the set of initial
states, and R ⊆ Q is the set of rejecting states. A word u ∈ A∗ is accepted by
A if there exists q ∈ Q|u|+1 such that q0 ∈ I, qi+1 ∈ δ(qi, ui) for i < |u|, and
q|u| 6∈ R. A NFA A = (Q, δ, I, R) is deterministic finite automaton (DFA),
if I and all δ(q, a) are singletons. A language L ⊆ A∗ is regular, if there exists
a NFA such that L consists of accepted words. In this case L is also accepted by
some DFA.

A labelled graph over an alphabet A is a structure G = (V, E, s, t, l), where
V is a finite set of vertices, E is a finite set of edges, s, t : E → V are the source
and target maps, and l : E → A is a labelling function. A finite or infinite
word w ∈ E∗ ∪ EZ is a path in G if t(wi) = s(wi+1) for all i. The source and
target of a finite path w ∈ En are s(w) := s(w0), t(w) := t(wn−1). The label of
a path is defined by l(w)i := l(wi). A subshift Σ is sofic iff there exists a labelled
graph G such that Σ = ΣG is the set of labels of all doubly infinite paths in G.
In this case we say that G is a presentation of Σ (see e.g. Lind and Marcus
[9], or Kitchens [10]). Given a labelled graph G = (V, E, s, t, l), take a NFA
A = (V, δ, V, ∅), where δ(u, a) = {v ∈ V : ∃e ∈ E, s(e) = u, t(e) = v, l(e) = a}.
Then A accepts the language L(ΣG).

A subshift Σ ⊆ AZ is of finite type (SFT), if Σ = SD for some finite set
D ⊆ A∗ of forbidden words. The words of D can be assumed to be all of the same
length, which is called the order o(Σ) of Σ. A configuration x ∈ AZ belongs to
Σ iff x[i,i+o(Σ)) ∈ L(Σ) for all i ∈ Z. Any SFT is sofic: if p = o(Σ) − 1, the
canonical graph G = (V, E, s, t, l) of Σ is given by V = Lp(Σ), E = Lp+1(Σ),
s(u) = u[0,p), t(u) = u[1,p] and l(u) = up. If Σ ⊂ AZ is a finite subshift, then it
is of finite type and each its configuration is σ-periodic. The period p(Σ) of Σ
is then the smallest positive integer p(Σ), such that σp(Σ)(x) = x for all x ∈ Σ.

A labelled graph G = (V, E, s, t, l) is connected if for any two vertices
q, q′ ∈ V there exists a path w ∈ E∗ from q to q′. A subgraph of a graph
G is a graph G′ = (V ′, E′, s′, t′, l′), such that V ′ ⊆ V , E′ = {e ∈ E : s(e) ∈
V ′ & t(e) ∈ V ′}, and s′, t′, l′ coincide respectively with s, t, l on E′. A connected
component of G is a subgraph of G which is connected and maximal with
this property. The subshift of a connected graph is transitive. Conversely, every
transitive sofic subshift Σ ⊆ AZ has a connected presentation. A labelled graph
G = (V, E, s, t, l) is aperiodic if the set of verices cannot be partitioned into
disjoint union V = V0 ∪ · · · ∪ Vp−1 such that p ≥ 2 and if s(e) ∈ Vi, then
t(e) ∈ V(i+1) mod p. A sofic subshift is mixing iff it has a connected and aperiodic
presentation.

For a labelled graph G = (V, E, s, t, l) and k > 1 define the k-block graph
G[k] := (V ′, E′, s′, t′, l′), where V ′ ⊆ Ek−1 is the set of paths of G of length
k − 1, E′ ⊆ Ek is the set of paths of G of length k, s′ and t′ are the prefix
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and suffix maps and l′ : E′ → Ak is defined by l′(u)i = l(ui). Then G[k] is a
presentation of the k-block encoding (ΣG)[k] of ΣG. From G[k] we may in turn
get a presentation of ΣG, if we replace l′ by its composition with a projection
πi : Ak → A defined by π(u)i := ui, where i < k.

Given two sofic subshifts Σ0, Σ1 ⊆ AZ, their union and intersection (pro-
vided non-empty) are sofic subshifts. Moreover there exists an algorithm which
constructs a presentation of Σ0 ∪ Σ1 and Σ0 ∩ Σ1 from those of Σ0 and Σ1.
It is also decidable whether Σ0 ⊆ Σ1. Given a labelled graph G it is decidable
whether ΣG is a SFT (see Lind and Marcus [9], page 94). It is also decidable,
whether a SFT is mixing.

Proposition 3 Let Σ0, Σ1 ⊆ AZ be sofic subshifts and c ≥ 0. Then Σ0
c

∨ Σ1 is
a sofic subshift. There exists an algorithm which constructs a presentation G of
Σ0

c

∨ Σ1 from the presentations Gi of Σi. Moreover, G has the same connected
components as the disjoint union G0 ∪ G1.

Proof. Let Gi = (Vi, Ei, si, ti, li) be presentations of Σ
[c]
i , and assume that V0 ∩

V1 = ∅ and E0 ∩ E1 = ∅. Construct G = (V, E, s, t, l), where V = V0 ∪ V1,

E = E0 ∪ E1 ∪ {(e0, e1) ∈ E0 × E1 : l0(e0) = l1(e1)}.

The source, target and label maps extend si, ti, li. For the new edges we have
s(e0, e1) = s0(e0), t(e0, e1) = t1(e1), l(e0, e1) = l0(e0) = l1(e1). Then ΣG =

(Σ0
c

∨ Σ1)
[c], and we get a presentation of Σ0

c

∨ Σ1, if we compose l with a
projection πi : Ac → A. Clearly, the connected components of G0 ∪ G1 are not
changed by the new edges. ut

Lemma 4 If L ⊆ A∗ is a regular language and a, b non-negative integers, then
the language L[a,b) := {v ∈ A∗ : |v| ≥ a + b, v[a,|v|−b) ∈ L} is regular.

(1) If q is the number of states of a NFA which accepts L, then there exists a
NFA which accepts L[a,b) with q + a + b states.

(2) If q is the number of states of a DFA which accepts L, then there exists a
DFA which accepts L[a,b) with q + a + 2b states.

The proof is left to the reader.

Proposition 5 The language D(Σ) of first offenders of a sofic subshift Σ is
regular.

Proof. We have D(Σ) = (A+ \ L(Σ)) ∩ L(Σ)[0,1) ∩ L(Σ)[1,0). ut

4 Cellular automata and subshift attractors

We use a general concept of cellular automaton whose relevance has been argued
in Boyle and Kitchens [7].
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Definition 6 A cellular automaton is a pair (X, F ), where X ⊆ AZ is a mixing
subshift of finite type, and F : X → X is a continuous mapping which commutes
with the shift, i.e., Fσ = σF .

For a cellular automaton (X, F ) there exists a local rule f : La−m+1(X) →
L1(X) such that F (x)i = f(x[i+m,i+a]). Here m ≤ a are integers called memory
and anticipation. The diameter of (X, F ) is d := a−m. If a = −m ≥ 0, then
we say that a is the radius of (X, F ). The local rule can be extended to a
map f : L(X) → L(X) by f(u)i := f(u[i,i+d]) for 0 ≤ i < |u| − d. Thus
|f(u)| = max{|u| − d, 0}.

The cylinder set of a word u ∈ L(X) located at l ∈ Z is [u]l := {x ∈ X :
x[l,l+|u|) = u}. The cylinder set of a finite set U ⊂ A∗ is [U ]l =

⋃
u∈U [u]l. We

write also [u] := [u]0 and [U ] := [U ]0. Every clopen set of X is a cylinder set of
a finite set U ⊂ A∗.

Proposition 7 Let (X, F ) be a CA. If Σ ⊆ X is a sofic subshift, then F (Σ)
and F−1(Σ) := {x ∈ X : F (x) ∈ Σ} are sofic subshifts and there exists an
algorithm which constructs their graphs from the local rule f , the graph of Σ
and the set of forbidden words of X.

Proof. We give an explicit (easy) construction which will be used later on. Let
f : Ld+1(X) → L1(X) be a local rule of F . We can assume that d + 1 ≥ o(X),
where o(X) is the order of X . Let G = (V, E, s, t, l) be a presentation of Σ. Let
V0 be the set of paths of G of length d, and let E0 be the set of paths of G of
length d + 1. Define the source and target maps by s0(u) = u[0,d), t0(u) = u[1,d].
Then G0 = (V0, E0, s0, t0, f) is a presentation of F (Σ).
Set E1 = {(e, u) ∈ E × Ld+1(X) : l(e) = f(u)}, and define s1, t1 by s1(e, u) =
(s(e), u[0,d)), t1(e, u) = (t(e), u[1,d]). Finally set V1 = s1(E1)∪t1(E1) ⊆ V ×Ld(X)
and define the labelling function by l1(e, u) = ud. Then G1 = (V1, E1, s1, t1, l1)
is a presentation of F−1(Σ).

Definition 8 Let (X, F ) be a cellular automaton.

(1) A set W ⊆ X is invariant, if F (W ) ⊆ W .
(2) A set Y ⊆ X is attractor, if there exists a clopen invariant set W ⊆ X

such that Y = ΩF (W ) =
⋂

n≥0 Fn(W ).
(3) The maximal attractor of (X, F ) is ΩF (X).
(4) A clopen F -invariant set W ⊆ X is spreading to the right (or left), if

F k(W ) ⊆ σ−1(W ) (or F k(W ) ⊆ σ(W )) for some k > 0.
(5) A clopen F -invariant set W ⊆ X is spreading, if it is spreading both to

the right and to the left.

Proposition 9 Let (X, F ) be a cellular automaton and W ⊆ X a clopen F -
invariant set. Then ΩF (W ) is a subshift attractor iff W is spreading.

The proof is the same as in [2].
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5 Invariant and spreading word sets

Since every clopen set is a finite union of cylinders of the same length, we can
develop the theory of invariant and spreading sets W ⊆ X using their word
representations U ⊆ Ln(X) such that W = [U ]. Recall that [U ] = [U ]0 =
{x ∈ X : x[0,n) ∈ U} and SU is the SFT with forbidden set U . If W = [U ],

then Ω̃σ(W ) :=
⋂

n∈Z
σn(W ) = X ∩ SAn\U . If W is spreading, then ΩF (W ) =

ΩF (Ω̃σ(W )).

Definition 10 Let (X, F ) be a CA. We say that a word set U ⊆ Ln(X) is in-
variant (spreading), if [U ] is invariant (spreading). We say that U is a minimal
invariant set, if U is invariant and there is no proper subset V ⊂ U such that
ΩF ([U ]) = ΩF ([V ]).

The concept of minimality applies only to word sets and not to clopen sets.
If U ⊆ Ln(X) is a minimal invariant word set, then there may exist a proper
clopen subset W ⊂ [U ] such that W is spreading and ΩF ([U ]) = ΩF (W ).

Theorem 11 Let (X, F ) be a cellular automaton, n ≥ o(X), and U ⊆ Ln(X)
a spreading word set. There exists a set W ⊆ U such that Y := X ∩ SAn\W is a
mixing subshift of finite type and ΩF ([U ]) = ΩF ([W ]) = ΩF (Y ), so ΩF ([U ]) is
the maximal attractor of (Y, F ).

Proof. Construct a labelled graph G = (V, U, s, t, l), where s(u) := u[0,n−1),

t(u) := u[1,n), l(u) := un−1 and V := s(U) ∪ t(U). Then Ω̃σ([U ]) = ΣG is
F -invariant. If G0 is a connected component of G, then F (ΣG0

) is a transitive
subshift and there exists a connected component G1 of G such that F (ΣG0

) ⊆
ΣG1

. In this way we get a dynamical system F on the finite set G of connected
components of G. This system has some preperiod m ≥ 0 and period n > 0, so
Fm+n = Fm. For every G0 ∈ Fm(G) we have Fn(ΣG0

) ⊆ ΣG0
. We show that

Fm(G) consists of a unique connected component. Assume by contradiction that
there exist different connected components G0, G1 such that Fn(ΣGi

) ⊆ ΣGi
for

i = 0, 1. Take some x ∈ ΣG0
, y ∈ ΣG1

. Since X is mixing, there exists l > 0 and
a configuration z ∈ X such that z(−∞,0) := x(−∞,0), z[l,∞) := y[l,∞). Since U is

spreading, there exists k > 0 such that F k(z) ∈ ΣG. If r is the radius of F , then
F kn(z)[−q−knr,−knr] ∈ ΣG0

, and F kn(z)[l+knr,l+knr+q] ∈ ΣG1
. This means that

there is a path from G0 to G1 in G. Similarly, we prove that there exists a path
from G1 to G0. Thus G0 = Fn(G) is the unique connected component of G. We
show that ΣG0

is mixing. If not, then there exists a period p > 1 and a disjoint
union of closed sets ΣG0

= Y0 ∪ · · · ∪ Yp−1 such that σ(Yi) ⊆ Y(i+1) mod p.

Take some x ∈ Y0, y ∈ Y1 and construct a configuration z ∈ AZ such that
z(−∞,0) := x(−∞,0), z[l,∞) := y[l,∞) for some l > 0. Since U is spreading, there

exists k such that F k(z) ∈ ΣG0
. However, F k(z) does not belong to any Yi.

This is a contradiction, so ΣG0
is mixing. Let W be the set of edges of G0.

Then Ω̃σ([U ]) = Ω̃σ([W ]) = ΣG0
is mixing, and ΩF ([U ]) = ΩF (Ω̃σ([U ])) =

ΩF (Ω̃σ([W ]) = ΩF ([W ]). Since U is spreading and ΣG0
is F -invariant, W ⊆ U

is spreading. ut



8

Definition 12 Given a CA with memory m ≤ 0, anticipation a ≥ 0 and local

rule f , define a relation
f
→ on words of the same length |u| = |v| as

u
f
→ v ⇐⇒ ∃w ∈ A−m, ∃z ∈ Aa, (wuz ∈ L(X) & f(wuz) = v),

u
f+

→ v ⇐⇒ u = u(0) f
→ · · ·

f
→ u(k) = v for some k > 0

In particular we have u
σ
→ v iff there exists a ∈ A such that ua ∈ L(X) and

σ(ua) = v. Here σ denotes (by abuse of notation) the local rule of the shift map
defined by σ(u) = u[1,|u|). The relation can be applied also to higher iterations

of f . The relation
f+

→ is the transitive closure of
f
→. If u

fk

→ v for some k > 0,

then u
f+

→ v. The converse implication, however, does not hold.

Proposition 13 Let (X, F ) be a CA, n ≥ o(X), and U ⊆ Ln(X).

(1) U is invariant iff ∀u, v ∈ Ln(X), (u ∈ U & u
f
→ v =⇒ v ∈ U).

(2) If U is a minimal invariant set, then ∀v ∈ U, ∃u ∈ U, u
f
→ v.

(3) If U is a spreading set, then ∀u ∈ Ln(X), ∃v ∈ U, ∃k > 0, u
fk

→ v.
(4) If U is a minimal spreading set, then X ∩ SAn\U is a mixing SFT.

(5) If U is a minimal spreading set, then (U,
σ
→) is a connected aperiodic graph.

Proof. (1) We have u
f
→ v iff F ([u]) ∩ [v] 6= ∅.

(2) If the condition were not satisfied for some v ∈ U , then F ([U ]) ∩ [v] = ∅, so
ΩF ([U ]) = ΩF ([U \ {v}]).
(3) Since X is mixing, there exists j ∈ Z and a configuration x ∈ [u] ∩ σj([U ]).
Since U is spreading, there exists v ∈ U and k > 0 such that F k(x) ∈ [v]. This

means that u
fk

→ v.
(4) If X ∩ ΣAn\U is not mixing, then by Theorem 11, there exists V ⊆ U such
that ΩF ([V ]) = ΩF ([U ]) such that X ∩ SAn\V is mixing, and therefore V 6= U .
Thus U is not minimal.
(5) is a consequence of (4). ut

Corollary 14 It is decidable whether a given clopen set U is invariant for a
given CA (X, F ).

This is an immediate consequence of Proposition 13(1).

Definition 15 The left and right neighbour sets of a word set U ⊆ An are

Lj(U) = {u ∈ An+2j+1 : u[j,j+n) 6∈ U & u[j+1,j+n] ∈ U}

Rj(U) = {u ∈ An+2j+1 : u[j,j+n) ∈ U & u[j+1,j+n] 6∈ U}.

Proposition 16 Let (X, F ) be a CA, n ≥ o(X), and U ⊆ An invariant.

(1) Assume that (R0(U),
fk

→) has no connected component for some k > 0, i.e.,

if u ∈ R0(U) and u
fk

→ v, then v 6∈ R0(U). Then U is spreading to the right.
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(2) If there exists an F -periodic point x ∈ [R0(U)], then U is not spreading to
the right.

(3) In particular, if u∞ is F -periodic for some u ∈ Rj(U), then U is not spread-
ing to the right.

The proof is obvious.

6 Signal subshifts

Definition 17 Let (X, F ) be a cellular automaton. A configuration x ∈ X is
weakly periodic, if F qσp(x) = x for some q > 0 and p ∈ Z. We call (p, q) the
period of x and p/q its speed. Let S(p,q)(X, F ) := {x ∈ X : F qσp(x) = x} be
the set of all weakly periodic configurations with period (p, q). A signal subshift
is any non-empty S(p,q)(X, F ).

For fixed (X, F ) we write S(p,q) := S(p,q)(X, F ). Note that S(p,q) is closed and
σ-invariant, so it is a subshift provided it is nonempty. Moreover, S(p,q) is F -
invariant and F : S(p,q) → S(p,q) is bijective, so S(p,q) ⊆ ΩF (X). If S(p,q) is
finite, it consists only of σ-periodic configurations. Figures 3 and 5 show some
examples of signal subshifts.

Theorem 18 Let (X, F ) be a cellular automaton with memory m and anticipa-
tion a, and let d = a − m be the diameter.
(1) If S(p,q) is nonempty, then it is a subshift of finite type.
(2) If S(p,q) is infinite, then o(S(p,q)) ≤ max{o(X), dq+1} and −a ≤ p/q ≤ −m.
(3) If p0/q0 < p1/q1, then S(p0,q0) ∩ S(p1,q1) is finite and p(S(p0,q0) ∩ S(p1,q1))

divides (p1

q1
− p0

q0
)q, where q := lcm(q0, q1) is the least common multiple.

Proof. If x ∈ S(p,q), then xi = f q(x[i+p+mq,i+p+aq]). We consider three cases.
(a) If p+aq < 0, then p+mq < 0, and we define a function g : A−mq−p → A−mq−p

by

g(u)j :=

{
uj+1 if j < −mq − p − 1
f q(u[0,dq]) if j = −mq − p − 1

Then x[i+p+mq+1,i] = g(x[i+p+mq,i−1]) for every i ∈ Z, and this is possible only
if x is σ-periodic. Moreover, the period of x is bounded by |A|−mq−p, so S(p,q)

is finite and therefore is of finite type.
(b) If 0 < p + mq, we show similarly as in (a) that S(p,q) is finite and therefore
of finite type.
(c) If −a ≤ p/q ≤ −m, set u = x[i+p+mq,i+p+aq] ∈ Adq+1, so that the condition
xi = f q(x[i+p+mq,i+p+aq]) reads u−p−mq = f q(u) (note that 0 ≤ −p−mq < |u|).

For D := {u ∈ Ldq+1(X) : f q(u) 6= u−mq−p}, we get S(p,q) = SD ∩ X , so S(p,q)

is a SFT of order at most max{o(X), dq + 1}. Cases (a), (b), and (c) together
prove (1) and (2).
(3) Set p2 = qp0/q0, p3 = qp1/q1. If x ∈ S(p0,q0) ∩ S(p1,q1), then

σ−p2(x) = σ−p2(F q0σp0)
q

q0 (x) = F q(x) = σ−p3(F q1σp1)
q

q1 (x) = σ−p3(x),

so σp3−p2(x) = x. ut
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aj a′

j b′j−1 bj−1 aj+1 a′

j+1 b′j bj

aj−qvj−1 bj−1−qvj aj+1−qvj bj−qvj+1

vj−1 −m −a vj vj −m −a vj+1

x
Σij−1

Σij Σij+1

y
Σij−1 Σij

Σij+1

Fig. 2. Preimage of a configuration in the join.

Theorem 19 Let (X, F ) be a cellular automaton with diameter d and assume
that S(p1,q1), . . . , S(pn,qn) are signal subshifts with decreasing speeds, i.e., pi/qi >
pj/qj for i < j. Denote by q := lcm{q1, . . . qn} the least common multiple. Let
c > 0 be an integer which satisfies the following inequalities:

o(X) ≤ c

∀i ≤ n, o(S(pi,qi)) ≤ c

∀i < j ≤ n, (S(pi,qi) ∩ S(pj ,qj) 6= ∅ =⇒ p(S(pi,qi) ∩ S(pj ,qj)) ≤ c)

∀i < j ≤ n, (S(pi,qi) ∩ S(pj ,qj) 6= ∅ =⇒ (d − pi

qi
+

pj

qj
)q ≤ c)

Then for Σ := S(p1,q1)
c

∨ · · ·
c

∨ S(pn,qn) the following assertions hold:

(1) Σ ⊆ F q(Σ) and therefore Σ ⊆ ΩF (X).
(2) If G is the graph of Σ constructed by Proposition 3 from graphs of S(pi,qi),

and if H is a connected component of G, then ΣH is F q-invariant.
(3) If Gk is the graph of F kq(Σ) constructed to Proposition 7 from G, then for

each connected component Hk of Gk there exists a connected component H
of G such that ΣHk

= ΣH .

Proof. (1) Let y ∈ Σ, 1 ≤ i1 < i2 · · · < ik ≤ n and let I1 = (a1, b1), . . . , Ik =
[ak, bk) be intervals such that the restrictions y|Ij

belong to L̃(S(pij
,qij

)) and

bj − aj+1 ≥ c. Let vj := pij
/qij

be the speed of the ij-th signal. The configura-
tions in S(pij

,qij
) ∩ S(pij+1

,qij+1
) are σ-periodic with period nj := p(S(pij

,qij
) ∩

S(pij+1
,qij+1

)). Let u be the prefix of y|Ij
of length nj−1 and let v be the suffix

of y|Ij
of length nj . Since c ≥ nj−1 and c ≥ nj , we get u∞, v∞ ∈ S(pij

,qij
). Since

o(Σ(pij
,qij

)) ≤ c, we get y(j) = u∞(y|Ij
)v∞ ∈ S(pij

,qij
) and F qσqvj (y(j)) = y(j).

Set Jj = [aj − qvj−1, bj − qvj+1). For the endpoints of these intervals we get
(bj − qvj+1)− (aj+1 − qvj) = bj − aj+1 + q(vj − vj+1) ≥ c. Set x(j) := σqvj (y(j)),
so F q(x(j)) = y(j). For aj+1 − qvj ≤ i ≤ bj − qvj+1 we have

(x(j))i = (y(j))i+qvj
= (y(j+1))i+qvj

= (y(j+1))i+qvj+1
= (x(j+1))i.

Since c ≥ o(X), there exists a unique configuration x ∈ X such that xi = (x(j))i

for i ∈ Jj . We show F q(x) = y. Set a′
j := aj − q(m+vj−1), b′j := bj − q(a+vj+1)
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(see Figure 2). For a′
j ≤ k ≤ b′j we have

F q(x)k = f q(x[k+qm,k+qa]) = f q(σqvj (y(j))[k+qm,k+qa])

= F qσqvj (y(j))k = (y(j))k = yk.

We have b′j − a′
j+1 = bj − aj+1 − q(vj+1 − vj + d) ≥ c − c = 0, so the intervals

[a′
j , b

′
j) cover whole Z, and F q(x) = y. Thus Σ ⊆ F q(Σ). It follows that for any

k > 0 we have Σ ⊆ F kq(Σ) ⊆ F kq(X), so Σ ⊆ ΩF (X).
(2) By Proposition 3, the connected components are not changed by the join

construction. If x ∈ ΣH , then F q(x) = σp(x) for some p ∈ Z. Since σ(ΣH) = ΣH ,
we get F q(x) ∈ ΣH .

(3) If H is a connected F q-invariant component of G, then all paths in G of
length kq form a connected component Hk of Gk and they determine the same
subshift. Moreover, Gk has no other connected components. ut

Corollary 20 Let (X, F ) be a CA. If ΩF (X) = F k(S(p1,q1)
c

∨ · · ·
c

∨ S(pn,qn))

for some (pi, qi) ∈ Z ×N
+ and k, c ≥ 0, then (X, F ) has only a finite number of

infinite transitive signal subshifts.

Proof. Let S(p,q) be an infinite transitive signal subshift. Since S(p,q) is transitive,
S(p,q) ⊆ S(pi,qi) for some i by Theorem 19. Since S(p,q) is infinite, we get p/q =
pi/qi. If q > qi, then S(p,q) = S(p − pi, q − qi), so we can assume q ≤ qi. Thus
there is only a finite number of possibilities for (p, q). ut

Example 3 shows that Theorem 20 does not generalize to infinite non-transitive
signal subshifts. A CA with infinite number of infinite transitive signal subshifts
with different speeds has been constructed in Kůrka [1].

7 Decreasing preimages

Definition 21 Let f : L(X) → L(X) be a local rule of a cellular automaton
(X, F ). We say that a subshift Σ ⊆ X has r-decreasing preimages, if for each
u ∈ L(X)∩D(Σ), each v ∈ f−r(u) contains as a subword a word w ∈ D(Σ) such
that |w| < |u|. We say that Σ has decreasing preimages, if it has r-decreasing
preimages for some r > 0.

The condition of Definition 21 is satisfied trivially if f−r(u) = ∅. Thus for ex-
ample, each F r(X) has r-decreasing preimages.

Theorem 22 If (X, F ) is a CA and if a subshift Σ ⊆ X has decreasing preim-
ages, then ΩF (X) ⊆ Σ. If moreover Σ ⊆ F k(Σ) for some k > 0, then ΩF (X) =
Σ.

Proof. If u ∈ L(ΩF (X))\L(Σ) ⊆ L(X)\L(Σ), then each v ∈ f−r|u|(u) contains
as a subword w ∈ L(X) \ L(Σ) with |w| = 0. This is a contradiction, since w =
λ ∈ L(Σ). Thus f−r|u|(u) is empty and u 6∈ L(ΩF ). Thus L(ΩF (X)) ⊆ L(Σ)
and ΩF (X) ⊆ Σ. If Σ ⊆ F k(Σ), then Σ ⊆ F k(X) ⊆ F 2k(X) · · · and therefore
Σ ⊆ ΩF (X). ut
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Proposition 23 There exists an algorithm, which decides whether for a given
cellular automaton (X, F ) and given r > 0, a given sofic subshift Σ ⊆ X has
r-decreasing preimages.

Proof. By the assumption, L(X), L(Σ), and f−r(D(Σ)) are regular languages.
It follows that the language

Lr := {v ∈ L(X) : f r(v) ∈ D(Σ), ∀k ≤ rd + 1, v[k,k+|v|−rd−1) ∈ L(Σ)}

= L(X) ∩ f−r(D(Σ)) ∩
⋂

k≤rd+1

L(Σ)[k,rd+1−k)

is regular too (see Lemma 4 for notation). Since Lr is empty iff Σ has r-decreasing
f -preimages, we get the deciding procedure. ut

Corollary 24
(1) It is decidable whether a given sofic subshift with r-decreasing preimages is

the maximal attractor of a given CA.
(2) The set of cellular automata whose maximal attractor is a sofic subshift with

decreasing preimages is recursively enumerable.

Proof. (1) This follows from Theorem 22 and Proposition 7.
(2) Generate successively all sofic subshifts, verify whether they are strongly
invariant and whether they have decreasing preimages. ut

8 Undecidability

The decidability results of Corollary 24 are no longer true when the condition of
decreasing preimages is omitted. Moreover, we show that spreading sets cannot
be found algorithmically. Recall that a CA (AZ, F ) is nilpotent, if ΩF (AZ) is
a singleton. In this case there exists q ∈ A and n > 0 such that ΩF (AZ) =
Fn(AZ) = {q∞}. Kari [5] proves that it is undecidable whether a given CA is
nilpotent or not. Actually, Kari’s proof works even for a smaller class of CA, and
this undecidability result can be used to prove undecidability of the spreading
property.

Theorem 25 (Kari [5]) It is undecidable whether for a given CA (AZ, F ) with
an invariant set [q]0 (where q ∈ A) we have ΩF (AZ) = {q∞}.

Theorem 26 It is undecidable, whether for a given CA (X, F ) a given clopen
invariant set U ⊆ X is spreading or not.

Proof. Assume by contradiction that such a decision procedure exists. For any
CA (AZ, F ) with an invariant set [q]0 we construct a CA (BZ, G) and a clopen
invariant set U ⊆ BZ such that U is spreading iff (AZ, F ) is nilpotent, and thus
obtain a contradiction with Theorem 25. Take B := A × {0, 1} and define a
function g : A × {0, 1} → {0, 1} and a CA G : BZ → BZ by

g(x, a) :=

{
1 if x 6= q and a = 1
0 otherwise

, G(x, y)i := (F (x)i, g(xi, yi))
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Clearly the clopen set U := AZ×[0]0 is G-invariant. We show that U is spreading
iff ΩF (AZ) = {q∞}. Indeed if (AZ, F ) is nilpotent, then Fn(AZ) = {q∞} for
some n > 0. Thus Gn+1(BZ) = {(q, 0)∞}, so (BZ, G) is nilpotent and U is
spreading. Conversely, if (AZ, F ) is not nilpotent, then (by compactness) there
exists x ∈ AZ such that Fn(x)1 6= q for all n ≥ 0. Take y ∈ [01]0. Then (x, y) ∈ U
but Gn(x, y) ∈ AZ × [1]1 for all n ≥ 0. This means that Gn(U) 6⊆ σ(U) for all n,
so U is not spreading. ut

Theorem 27
(1) It is undecidable whether the omega-limit of a given spreading set of a given

CA is sofic or not.
(2) It is undecidable whether a given sofic subshift is the maximal attractor of

a given CA.

Proof. (1) This is equivalent to the problem, whether the maximal attractor of

a CA on a mixing SFT is sofic or not (using the construction of Ω̃σ(U)). This is
in turn a special case of the problem whether the maximal attractor of CA on
AZ is sofic. This is undecidable by a theorem of Kari [11]), because being a sofic
subshift is a non-trivial property.
(2) If there were such a decision procedure, then we could decide whether {a∞}
were the maximal attractor of F . Trying this for all a ∈ A, we would get a
deciding procedure for nilpotency. This is impossible by a theorem of Kari [5].

ut

9 Search algorithms

We describe now an algorithm which uses our theory to search for subshift at-
tractors of a given cellular automaton. Procedure Spread first looks for spreading
sets verifying sufficient conditions of Proposition 13. If a spreading set is found,
Theorem 11 is used to obtain a mixing SFT, whose maximal attractor is a sub-
shift attractor of the original cellular automaton. Then we use procedure Omega

to attain the maximal attractor from bellow. Since each signal subshift is in-
cluded in the maximal attractor, the algorithm successively generates all signal
subshifts. Using a certain number of signal subshifts, the algorithm computes
their join Σ and its images F k(Σ) which by Theorem 19 are all included in the
maximal attractor. Then the condition of decreasing preimages is tested which
by Theorem 22 implies that the maximal attractor has been attained.

The input data for the algorithm Spread consists of a finite set D ⊂ A∗ of
forbidden words of X , the memory m, anticipation a, and a local rule f of F .

procedure Spread(D,f,m,a,n)

1. Construct the graphs (Ln(SD),
f
→), (Ln(SD),

σ
→)

2. Find all U ⊆ Ln(SD) which satisfy conditions (1), (2), (3), (5) of Proposition
13.

3. For each U from step 2 and for k := 1, 2, . . . perform steps 4 and 5.
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4. If (L0(U),
fk

→) and (R0(U),
fk

→) have no connected component, then output U
as next spreading set and terminate the cycle of k.

5. If for some u ∈ Lk(U)∪Rk(U), u∞ is F -periodic, then terminate the cycle of
k, since U is not spreading.

Step 1 of the procedure Spread(D,f,m,a,n) is based on the search for the
connected components of a graph. The time complexity of this task is linear in the
number of vertices and edges (see Tarjan [12]). Procedure Spread(D,f,m,a,n)

may fail to terminate if it performs indefinitely steps 4 and 5. If it does ter-
minate for some spreading set U , then the subshift attractor ΩF (U) is the
maximal attractor of (X ∩ SAn\U , F ). To find the attractor, we use procedure
Omega(D,f,m,a,n) which searches for the maximal attractor of a CA (X, F ) in
the form of a forward image of join of signal subshifts whose periods (p, q) satisfy
q ≤ n. The input data for Omega are again a set D ⊂ A∗ of forbidden words of
X , the memory m, anticipation a, and a local rule f for F .

procedure Omega(D,f,m,a,n)

1. Construct all infinite signal subshifts with periods (pi, qi) such that qi ≤ n,
and −aqi ≤ pi ≤ −mqi. Denote by q the least common multiple of qi.

2. Order the signal subshifts obtained in step 1 by decreasing speeds and con-
struct their c-join Σ, for some c bounded by a value given in Theorem 19.

3. Construct F q(Σ), F 2q(Σ), . . . and test whether F kq(Σ) = F (k+1)q(Σ).
4. If step 3 ends with F kq(Σ) = F (k+1)q(Σ), verify whether F kq(Σ) has r-

decreasing preimages for r := 1, 2, . . .. If so, ΩF (SD) = F kq(Σ) has been
found.

While the value of c given in Theorem 19 seems to be necessary for the
proof of the theorem, procedure Omega sometimes works even with smaller val-
ues of c for which the constructed data structures are smaller. The procedure
Omega(D,f,m,a,n) may fail to terminate if it repeats indefinitely step 3, or if
step 4 gives negative result for all r > 0.

10 Implementation

The algorithm has been implementated in Java and the binary distribution
can be downloaded from http://code.google.com/p/cellattractors/. In the im-
plementation, sofic subshifts are represented as NFA because of their simplic-
ity and conciseness. The sizes of these NFA are repeatedly reduced. The algo-
rithms implement standard operations with regular languages like intersection
and complementation. To perform tests for equality or complementation, NFA
are transformed to DFA. All these NFA or DFA are kept reduced (minimized).
A representation of a DFA with n states can be minimized in time O(n log n)
(see e.g., Knuth [13]). Unfortunately, this is not the case of NFA, for which the
state minimization problem is PSPACE-complete (see Jiang and Ravimkur [14]),



15

and the algorithms cannot be used in practice. There exist, however, algorithms
which reduce the sizes of NFA without necessarily attaining the minimum. There
are at least two feasible NFA reduction techniques. Both techniques are based on
merging of states according to some relations ∼r, ∼l. In the first technique ∼r

and ∼l are constructed as equivalence relations. The equivalence ∼r is defined
as the largest equivalence relation on Q which is right-invariant with respect to
A (see Ilie et al., [15],[16],[17]). The second technique constructs ∼r and ∼l as
preorder relations smaller than the equivalence relations. (see Champarnaud and
Coulon [18], Ilie et al., [17], [16]). The algorithm which combines preorders ∼r

and ∼l according to simple heuristic (see Champarnaud and Coulon [19]) but
not optimally, gives satisfying results and is much easier to implement than the
algorithm based on equivalences.

A special operation needed in Proposition 23 is the subword language opera-
tion of Lemma 4. The language Lr is the intersection of rd+3 regular languages.
The time and memory required to construct and represent an automaton rep-
resenting this language may be prohibitively large. It is therefore worthwhile to
test emptiness of intersection of smaller numbers of these languages first. For ex-
ample, both f−1(D(ΩF )) ∩ L(ΩF )[2,1) and f−1(D(ΩF )) ∩ L(ΩF )[1,2) are empty
for ECA128 (see Example 1). If a subshift does not have r-decreasing preimages,
the computation is much more time-consuming.

While the constructions of signal subshifts and their join is rather fast with
at most quadratic time complexity, it takes O(ed+1) time to construct a pre-
sentation F (Σ) of a sofic subshift Σ, where e is number of edges of Σ (see
constructive proof of Proposition 7). There are at least q such succesive con-
structions. We get O(e(d+1)q

) time in the number of edges of given sofic sub-
shift. The construction of DFA from presentation of F -image takes O(n) time
but may require O(2n) space. Minimization and normalization of such DFA takes
O(n log n + n) = O(n log n) time, where n is the number of states of DFA. The
most time-consuming task is the verification of the decreasing preimages con-
dition according to Proposition 23. Let Σ be sofic subshift with v states and e
edges, Lr = {v ∈ A∗ : f r(v) ∈ L(Σ)}, and L′

k = {v ∈ A∗ : v[k,k+|v|−rd−1) ∈
L(Σ)} be languages from Proposition 23. A recognizing automaton for Lr can
be constructed in O(ev|Ldr(X)|) time and space. A recognizing automaton for
L′

k can be constructed in O(evrd+2−k) time and space. Intersection of two NFA
can be done in O(v2) time and test on empty language requires O(v) time.

11 Examples

Example 1 (ECA128) The product CA F (x)i = xi−1xixi+1 on X = {0, 1}Z.

We have two infinite nontransitive signal subshifts (see Figure 3) S(1,1) = S10,
S(−1,1) = S01. whose orders are o(S(1,1)) = o(S(−1,1)) = 2. Their intersection is
{0∞, 1∞}, so p(S(1,1)) ∩ S(−1,1)) = 1. Finally (d − p1

q1
+ p2

q2
)q = 0, so c = 2. The

maximal attractor is constructed in Figure 3. In the first row, labelled graphs

for 2-block encodings of S(1,1) and S(−1,1) are given. Their join Σ := S(1,1)
2

∨
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00 11 11 00

01 1011

00

00 11 11 00

01 10

0 1 0

1 0

S(1,1) S(−1,1)

S(1,1)
2

∨ S(−1,1)

F (S(1,1)
2

∨ S(−1,1)) = ΩF (AZ)

Fig. 3. The product ECA128 and its signal subshifts.

S(−1,1) = S{10n1: n>0}∪{010} is constructed in the second row. In the third row
there is the minimal presentation of (2-block encoding of) F (Σ) = S{10n1: n>0}.
We have F 2(Σ) = F (Σ) and F (Σ) has 1-decreasing preimages: If u ∈ D(F (Σ)),
then u = 10n1 for some n > 0. If n ≤ 2, then u has no preimage. If n > 2, then the
only preimage 1110n−2111 of u contains a shorter forbidden word 10n−21. Thus
f−1(D(F (Σ)) ∩ L(F (Σ))[2,1) = ∅ as well as f−1(D(F (Σ)) ∩ L(F (Σ))[1,2) = ∅.

Thus F (Σ) has 1-decreasing preimages and therefore F (Σ) = ΩF (AZ).

Example 2 (ECA232) The majority CA F (x)i = bxi−1+xi+xi+1

2 c.

The CA has a spreading set U := A3 \ {010, 101}, whose subshift attractor

is the signal subshift ΩF (U) = S(0,1) = S{010,101}. Graphs (U,
f
→) (left) and

(U,
σ
→) (right) are in Figure 4. The left and right neighbours of U are R0(U) =

{0010, 1101} and L0(U) = {1011, 0100}. There are no arrows in either R0(U)
or L0(U), so U is a spreading set. There are two other infinite signal subshifts
S(1,1) = S{011,100}, S(−1,1) = S{001,110}. The join Σ of all three signal subshifts
is constructed in Figure 5. We have o(S(1,1)) = o(S(0,1)) = o(S(−1,1)) = 3,
S(1,1) ∩ S(−1,1) = {0∞, 1∞, (01)∞, (10)∞}, S(1,1) ∩ S(0,1) = S(0,1) ∩ S(−1,1) =
{0∞, 1∞}, and (d− pi

qi
+

pj

qj
)q ≤ 2, so c = 3. The arrows from S(1,1) to S(0,1) and

from S(0,1) to S(−1,1) can be omitted without changing the subshift. Thus we get

Σ := S(1,1)
3

∨ S(0,1)
3

∨ S(−1,1) = S(0,1) ∪ (S(1,1)
3

∨ S(−1,1)) (see Figure 6). First
offenders are D(Σ) = {010n1, 10n10, 01n01, 101n0 : n > 1}. We have F (Σ) = Σ
and Σ has 1-decreasing preimages. To show it, note that 010, 101 have unique
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Fig. 4. Graphs (A3,
f
→) (left) and (U,

σ
→) (right) of the spreading set U = A3\{010, 101}

of the majority ECA232.
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S(0,1) S(1,1)

S(−1,1)

Fig. 5. The join S(0,1)
3

∨ S(1,1)
3

∨ S(−1,1) of the majority ECA232

preimages f−1(010) = {01010}, f−1(101) = {10101}. For the first offenders we
get f−1(01001) = ∅, f−1(010001) = {01010011}. If n ≥ 4, then each preimage
of 010n1 has one of the form 01010u0011 or 01010u0101, where |u| = n − 4
and in each case it contains a shorter forbidden word. The same result we get
for other forbidden words. Thus f−1(D(Σ)) ∩ L(Σ)[2,1) ∩ L(Σ)[1,2) = ∅, Σ has

1-decreasing preimages, and ΩF (AZ) = Σ.

Example 3 There exists a CA with infinite number of infinite (nontransitive)
signal subshifts whose maximal attractor is a join of signal subshifts.

Proof. define a CA with alphabet A := {0, 1, 2}, memory m = 0, anticipation
a = 1, and local rule f(ab) = 0 if a = 0 and f(ab) = b otherwise. There
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Fig. 7. Infinite number of non-transitive signal subshifts

exist infinite signal subshifts S(0,1) = S{10,12,20,21}, S(−1,1) = S{01,02} and ΩF =

S(0,1)
2

∨ S(−1,1). However there exist an infinite number of different infinite signal

subshifts S(0,q) = {0∞}
0

∨ {x ∈ {1, 2}Z : σq(x) = x}.

Example 4 There exists a CA with sofic maximal attractor which has not de-
creasing preimages.

Proof. The existence of such a CA follows from Corollary 24. We give an explicit
construction. The alphabet is A = {0, 1, 2, 3, 4}, r = 1 and the local rule is

x11:4, x22:4, x33:4, x01:4, x02:4, x03:4, x31:4, x32:4,
x33:4, x14:4, 42x:4, 430:1, 43x:4, 204:4, 400:1, 40x:4,
41x:1, x24:3, x13:3, 13x:0, x23:3, 23x:0, 10x:2, 20x:1.
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0

1

2

3

4

Fig. 8. Sofic subshift attractor without decreasing preimages

Here the first applicable production is used. If there is none, the letter is left
unchanged. A simulation can be seen in Figure 8. We have F 3(AZ) ⊆ ΣD, where
D := {01, 02, 03, 11, 14, 22, 31, 32, 33, 40, 42, 43}. The graph of ΣD is in Figure
9 right. The maximal attractor is a sofic subshift whose graph (Figure 9 left)
has two connected components. The right component yields configurations of
the form (12)∞02n+14 . . . whose some left infinite interval does not contain 4.
The word u = 4(12)n04 does not belong to L := L(ΩF (X)), while (12)n04 does
belong to L. The word u has a preimage v ∈ f−(2n−1)(u) such that all subwords
of v of length |u|−1 belong to L. In fact v contains as a subword w = 4102n4 6∈ L.
we have |w| = |u| and all proper subwords of w belong to L.

4

4

1 0,3

4 2 1 0 0

0

1 2

0,3

4 0

4

1 0,3

4 2 1 0,
3

Fig. 9. Maximal attractor and its SFT approximation

12 Conclusion

Our search algorithm works for the simplest CA with small number of infinite
signal subshifts. Since many problems connected with the subshift attractors
are algorithmically undecidable, this seems to be a maximum what algorithmic
procedures can achieve. When the algorithm fails to find any subshift attractor,
then this is an indication that the dynamics of the cellular automaton may be
complex and interesting. But even in this case, signal subhifts obtained may help
to ellucidate the dynamics of a given cellular automaton.
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